Fin 70230/40120






Prof. Barry Keating
Business Forecasting and Data Mining
Classification Tree
Purpose: To learn how to build a “good” classification tree for classification purposes.  


Go to the website for this course and download the file “Gatlin2data.xls.”  Use it in conjunction with XLMiner © to answer the following questions.

We are going to build a classification tree for predicting real estate broker success in the Gatlin dataset.  Partition the Gatlin data into the two data sets, training (60%) and validation (40%) using the random number seed 12345.  Using this partition, we are going to build a progression of more and more dense regression trees using all 8 input variables in the Gatlin data set.  The real estate broker success variable is y. The tuning parameters for our trees are the “minimum number of records in a terminal node” (
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), the choice of pruning (“best pruned” tree or “minimum error” tree) and the probability cutoff value (p(cutoff)) used to define “success” versus “failure.”  First let the number of minimum number of records in a terminal node be 
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= 9 (as defaulted to by XLMiner) so that we get a pretty full tree.  Then let us choose to prune our classification tree by using the “minimum error” tree and letting the cutoff probability be p(cutoff) = 0.5.  Print out the full tree based on the training data set and the pruned “minimum error” tree and turn them in with this exercise.

a) The total misclassification percentage that the minimum error tree produces on the validation data is ________%.       

b) Now using the tuning parameter values 
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 = 9 and pruning by means of the “minimum error” tree, try, separately, the two probability cutoff values p(cutoff) = 0.4 and 0.6.  Do you get an improved total misclassification percentage on the validation data set if you use either of these cutoff probabilities rather than p(cutoff) = 0.5?  Therefore, your best classification tree for the Gatlin data has the tuning parameters:
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pruning = “minimum error” tree

p(cutoff) = ______.
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